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Abstract

For a typical three dimensional flow in a practical engineering device, the time spent

in grid generation can take 70% of the total analysis effort, resulting in a serious bottleneck

in the design/analysis cycle. The present research attempts to develop a procedure that can

considerably reduce the grid generation effort.

The DRAGON grid, as a hybrid grid, is created by means of a Direct Replacement

of Arbitrary Grid Overlapping by Nonstructured grid. The DRAGON grid scheme is an

adaptation to the Chimera thinking. The Chimera grid is a composite structured grid,

composing a set of overlapped structured grids, which are independently generated and body-

fitted. The grid is of high quality and amenable for efficient solution schemes. However. the

interpolation used in the overlapped region between grids introduces error, especially when

a sharp-gradient region is encountered. The DRAGON grid scheme is capable of completely

elinfinating the interpolation and preserving the conservation property. It maximizes the

advantages of the Chimera scheme and adapts the strengths of the unstructured grid while

at the same time keeping its weaknesses minimal.

In the present paper, we describe the progress towards extending the DRAGON grid

technology into three dimensions. Essential and programming aspects of the extension, and

new challenges for the three-dimensional cases, are addressed.

1 Introduction

During the past decades, both structured and unstructured grid techniques have been

developed and applied to solution of various computational fluid dynamics (CFD) problems.

NASAfFM--1999-209458 1



Todealwith situationsinwhichcomplexgeometryimposesgreatconstraints and difficulties in

generating grids, composite structured grid schemes and unstructured grid schemes currently

are the two mainstream approaches.

The Chimera grid scheme[2, 8, 33] and similar scheme [1, 7, 9] use overset grids to re-

solve complex geometries or flow features, and are generally classified into the composite

structured grid category. Overset grids allow structured grids to be used without excessive

distortion or inefficient control of grid spacing. It has been used to compute inviscid and high-

Reynolds flow about complex configuration [8, 33], and even been demonstrated for unsteady

three-dimensional viscous flow problems [10, 23] in which one object moves with respect to

the other. Overset grids have also been used as a solution adaptation procedure [4, 17, 22].

The Chimera method is an outgrowth of the attempt to generalize a powerful solution

approach (the structured and body-conforming grid method) to more complex situations. It

is recognized, however, that there are weaknesses that may be of concern. There are two

main criticisms leveled against the current implementations of the Chimera method: (1) the

complexity of the interconnectivity is often difficult, requiring extensive experience to avoid

orphan points and interpolation stencils of bad quality, and (2) nonconservative interpolations

to update interface boundaries are used in practical cases. The fact that interpolation is used

to connect grids with no regard to governing conservation equations in question implies that

conservation is not strictly enforced.

Our experiences have indicated that the interpolation error can become globally sig-

nificant if numerical fluxes are not fully conserved, in particular when a discontinuity runs

through the interpolated region. Also, this error can be strongly affected by the underly-

ing flux schemes, such as central vs. upwind schemes. It must be noted that conservative

interpolation schemes in two dimensions [24, 37] have been shown to be relatively easy to

implement. Extension to three dimensions for irregular polyhedra, however, is not all that

straightforward. Even if the three-dimensional conservative interpolation proves to be fea-

sible, a fundamental difficulty exists because the distribution of the coarse-grid data to the

fine grid is not unique.

On the other hand. the unstructured grid method is found to be very flexible to

generate grids around complex geometries [5, 15, 29]. In particular, the solution adaptivity

is perhaps its greatest strength[21, 28]. However, the unstructured grid method has been

shown to be extremely memory and computation intensive[12]. Also, choices of efficient flow

solvers are limited, thus further affecting computation efficiency of the method. In practice,

it seems less amenable than the structured grid to implement a scheme higher than second

order accurate in space.

In general, unstructured grid methods are considered to be more versatile and easier

to adapt to complex geometries while composite structured grid methods are considered to

be more flexible to use efficient numerical algorithms and require less computer memory.

Clearly, both methods complement each other on strengths and weaknesses.

Hence, a method that properly employs a hybrid of structured and unstructured grids

may prove to be fruitful. In fact some hybrid schemes have already appeared[14, 25, 31,
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Table1: Comparisonof griddingmethodologies.

Griddingmethods Features
Chimera grid

Unstructured grid

DRAGON grid

+ Ease, versatility and flexibility for complex shapes

+ Efficient solution algorithms

+ Less memory requirement

- Complexity of interconnectivity

- Nonconservative interpolation

+ Flexibility for complex shapes

+ Solution adaptivity
- Less choices of efficient solvers

- Memory and computation intensiveness

+ Ease, versatility and flexibility for complex shapes

+ Efficient solution algorithms

+ Less memory requirement
+ Grid communication in a conservative and consistent manner

38] and have shown promising features. Interestingly enough, researchers from each camp
have infused ideas fi'om the other to approach a hybrid grid: a structured grid is embedded

underneath an otherwise unstructured grid in order to better resolve the viscous region[14, 31],

or an unstructured grid is used to enhance the flexibility of structured grid scheme for handling

complex geometries[25, 38]. Nevertheless, there is an important difference between the above

two approaches toward hybrid grids. On the one hand, a majority of region is filled with

unstructured grids, while on the other the region is mostly structured. One can readily

conclude that the latter has more efficient flow solvers and utilizes less memory, thereby

resulting in fast turnaround.

The DRAGON grid [16, 20], as a hybrid grid, is created by means of a Direct Replace-

ment of Arbitrary Grid Overlapping by Nonstructured grid. The DRAGON grid scheme is

an adaptation to the Chimera thinking. It has three important advantages: (1) preserv-

ing strengths of the Chimera grid, (2) eliminating difficulties sometimes encountered in the

Chimera scheme, and (3) enabling grid communication in a fully conservative and consistent

manner insofar as the governing equations are concerned. Table 1 summarizes the features

of Chimera grid, unstructured grid, and DRAGON grid schemes.

In the present work, we have attempted to develop an extension of the DRAGON

grid technology into three-dimensional space. We are interested in simulating flows over

three-dimensional complex objects with complicated physical behavior. A propulsion system

is an example of such geometries, and generally involves many separate geometrical entities

(multi-connected domain) with odd shapes and sharp turns. This topology creates difficulties

and challenges to grid generation, especially for viscous flow calculations. For a typical three-

dimensional flow calculation, the time spent in generating a grid takes about two thirds of

the total analytical effort, representing a serious bottleneck in the entire analysis cycle, see

for example [35]. This suggests that grid generation is the area where significant payoff can
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be realized.Furthermore,high quality grids for encompassingviscousregionswill lead to
accurateand efficientsolution. Theseare the basicrequirementsthat the DRAGONgrid
technologycan achieve. The DRAGON gridding scheme maximizes the advantages of the

Chimera scheme, and adopts the strengths of the unstructured grid while minimizing its

weakness [16, 20].

In tile following text, we will first outline the Chimera grid methodology [32], then

address the essentials of the DRAGON grid methodology [20]. Finally, we will concentrate on

the extension of the DRAGON grid technology into three-dimensional space. Essential and

programming aspects of the extension, and new challenges for the three-dimensional cases,

are to be presented.

2 Outline of Chimera Grid Methodology

The Chimera and other like methods have two principal elements: (1) decomposi-

tion of a chosen computation domain into subdomains, and (2) communications of solution

data among these subdomains through an interpolation procedure. Software is needed to

automatically interconnect grids of subdomains, define the holed region, and supply pointers

to facilitate communication among grids during the solution process. Two major codes in

this area are PEGSUS[2, 34] and CMPGRD[7, 9]. We have used the PEGSUS code[2, 34] to

perform the above task. The CMPGRD code has similar capabilities, but uses different and

more involved interpolation strategies. Hereafter, we will specifically discuss the Chimera

grid within the capability of the PEGSUS codes. PEGSUS 4.0[34] executes four basic tasks:

(1) process the grids and user inputs for all subdonmins, (2) identify the hole and interpola-

tion boundary points, (3) determine the interpolation stencil and interpolation coefficients for

each interpolation boundary point, and (4) supply diagnostic information on the execution

and output the results for input to the flow solver.

2.1 Generation of Body-Fitted Grids

The Chimera grid method makes use of body-fitted grids, which we emphasize, are an

essential asset known to give viscous solutions accurately and economically, see [14, 31] for

exa_nple. In the gridding process, the complete geometrical model is divided up into subdo-

mains, which in general are associated with components of a configuration. Each subdomain

is gridded independently and is required to have overlapped regions between subdomains.

The grid boundaries are not required to join in any special way. A number of grids can

be introduced to focus on interesting geometrical or physical features. Figure 1 illustrates

the Chimera grid for the complex geometry of the integrated space shuttle vehicle [23], in

which we show three grids conforming respectively the orbiter, external tank and solid rocket

booster together with the associated hole boundaries, representing an impressive capability

of the method. A common or overlapped region is always required to provide the means of

matching solutions across boundary interfaces.
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(c)

(b)

Figure 1: Chimera grid used for integrated spacc shuttle geometry consisting of orbiter:

external tank (ET), and solid rocket booster (SRB): (a) SRB grid with ET and orbiter holes,

(b) ET grid with SRB and orbitcr holcs, and (c) orbitcr grid with ET and SRB holcs.
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Figure 2: Construct of the Chimera grid.

Hole boundaries and outer boundaries are the two ways through which information is

communicated from one grid to another. A novel approach used in the Chimera method to

distinguish a hole point and an outer boundary point from a field point is to flag the [BLANK

array, which is dimensioned identically to the number of points in each grid, to either 1 for

a field point or 0 otherwise. The boundary points with IBLANK=0 are to be updated by

interpolation, while points with IBLANK=I are updated as usual for the interior points.

We summarize the grid-related portion of the Chimera method in Figure 2 by display-

ing: (1) the overlapping of two grids, respectively designated as major arid minor grids, with

the latter being thought of as conforming to a component, (2) the hole creation boundary

specified as a level surface in the minor grid and the fringe-point boundary in the major grid,

and (3) the outer boundary in the minor grid.

2.2 Data Communication

Since the separate grids are to be solved independently, boundary conditions for each

grid must bc mad(' available. Boundary conditions on the interpolated hole boundary and

interpolated outer boundary are supplied from the grid in which tile boundaries are con-

tained. There are currently several approaches (e.g., [2, 3, 7, 24, 30, 37]) to obtain data for

these conditions, but all involve som(' form of interpolation of data in a grid. Generally they
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canbegroupedinto twocategories:nonconservativeandconservativeinterpolations,which
arediscussedin thefollowing.

2.2.1 Nonconservative Interpolation

Once the interpolation stencils are searched and identified. PEGSUS procedure em-

ploys a nonconservative trilinear interpolation scheme[2]. It is unclear to what extent the

nonconservative interpolation will affect the solution, locally or globally, especially when a

strong-gradient region intersects the interpolated region. Study on this subject has been

scarce in the literature. Our experience, such as [20], indicates that significant error can

appear. For steady problems, a shock may be placed at an incorrect location and noticeable

spurious waves can emanate from the boundary of the interpolated region. For unsteady

problems[20], the shock strength and speed is changed as the shock goes through the region

of interpolation. In Reference [9], the order of interpolation has been studied in relation

to the order of the partial differential equations (PDE), the order of the discretization, and

the width of interpolation stencils for a model boundary value problem. For a second order

differential equation discretized with a second order formula, it was found necessary to use

an interpolant at least of third order, as the overlap width is on the order of the grid size. A

critical assessment of their proposal's validity for a range of problems is warranted because

interpolating ha_s the advantage of being relatively simple matter to perform.

2.2.2 Conservative Interpolation

It has been asserted that the conservation property needs to be enforced for cases in

which shock waves or other high-gradient regions intersect the region of interpolation. Sev-

eral conservative interpolation schemes have been proposed for patched interfaces[4, 30] and

arbitrarily overlapped regions[24]. These schenms are relatively easy in a two-dimensional

domain, but still substantially more complex than the nonconservative schemes. Their ex-

tensions to three dimensions are extremely difficult and still remain to be done. Simplification

is possible[18, 36] for patched grids in three dimensions, but they come with snore restrictions

on grid generation, snaking them less attractive for practical use.

A fnndamental deficiency in all these approaches is that a choice has to be made

concerning the distribution of fluxes fi'om one grid to another, even though the suns of fluxes

cast be made conservative. Since the overlapped region is necessarily arbitrary, there will be

great disparity in grid spacing and orientation along the overlapped region (or hole boundary).

The choice of weighting formulas is not clear and certainly not unique.

3 Essentials of DRAGON Grid Methodology

We conclude from the previous section that (1) the property of maintaining grid flex-

ibility and the quality of the Chimera nmthod are definitely to be preserved and even max-
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imized(improved),and (2) focusingon improving (choosing) interpolation schemes perhaps

only leads to more complication and it does not seem to be a fruitful way to follow.

An alternative method which avoids interpolation altogether and strictly enforces flux

conservation for both steady and unsteady problems is to solve the region in question
on the same basis as the rest of the domain.

Since the overlapped region (thus, the hole boundary) is necessarily irregular in shape,

the unstructured grid method is most suitable for gridding up this region. Furthermore, this

region is in general away from the body where the viscous effect is less important than the

inviscid effect, and coarse grid would suffice as far as solution accuracy is concerned. This

situation would be amenable to using the unstructured grid, thus minimizing its penalty asso-

ciated with memory requirements. The combination of both types of grids results in a hybrid

grid. In this approach, we in effect Directly Replace Arbitrary Grid Overlapping by a Non-

structured grid [20]. The resulting grid is thus termed the DRAGON grid. Major differences

of our approach from other hybrid methods are: (1) We heavily utilize the proven Chimera

method and the powerful and versatile automatic code PEGSUS, thus retaining attractive

features already described in the Introduction. (2) We use unstructured grids only in lim-

ited regions which are mostly located away from viscous-dominant regions, thus minimizing

disadvantages of unstructured grids insofar as memory and efficiency are concerned.

In what follows we will separately describe the structured and unstructured grid fea-

tures of the DRAGON grid method. In this section, two-dimensional topology is assumed in

order to simplify the description of this methodology, but without loss of generality.

3.1 Structured Grid Region

The PEGSUS code now is used and modified to provide information necessary for the

DRAGON grid. The algorithmic steps are enumerated as follows.

I.

.

.

.

As in the Chimera grid, the entire computation domain is divided up into subdomains.

We often designate a major (or background) grid enclosing the complete computational

domain and the component grids as minor grids.

Hole regions are created, referring to Figure 3(a), and the IBLANK array is generated,

in which the elements associated with grid points inside the hole boundary are set to 0

(Default value is 1). For example, the outer boundary of a minor grid may be used as

the hole creation boundary.

Both fringe points (hole boundary points) and interpolation boundary points are no

longer treated as blanked points. Instead, they are now represented as interior points,

and their IBLANK values are set to 1 (rather than 0) in the PEGSUS code.

The fringe points as well as the interpolation boundary points are now forming the new

boundaries for the unstructured grid region.

NASAfFM--1999-209458 8



(a) (b)

Figure 3: Direct Replacement of Arbitrary Grid Overlapping by Non-structured gird: (a)

Chimcra grid, (b) DRAGON grid.

It is noted that there is no reason that grids are to be overlapped under the DRAGON

grid framework. If grids are not overlapped, the void space is likewise filled with an unstruc-

tured grid as in the hole region. Thus this in a sense results in a more robust and flexible

procedure than the Chimera grid method. Wc remark that since the interpolation process

is no longer performed between structured grid blocks, output files providing interpolation

information arc deleted from the PEGSUS code. This completes the portion of structured

grid in the DRAGON grid.

3.2 Non-Structured Grid Region

The gap region created by arbitrarily overset grids is inevitably of irregular shape.

Unstructured grid can lend its strength readily to handle this irregularly shaped space. Tri-

angular cells, especially, can provide a good deal of flexibility to adapt to the odd shape.

Recall that one important feature in the DRAGON grid is to eliminate any cumbersome

interpolation which causes nonconservation of fluxes. Unstructured grids alone are not suf-

ficient to do the task. An additional constraint to the grid generation is imposcd to rcquirc

that the boundary nodes of the structured grid coincide with vertices of boundary triangular

cells. In other words, there might be more than one triangle connected to one structured

grid ccll, but not vicc versa (Refer to Figures 3 and 6). Fortunately, this constraint fits well

in unstructured grid generation. The Delaunay triangulation scheme [6, 39, 40] is applied to

generate an unstructured grid in the present paper. Figure 3(b) depicts the unstructured grid

NAS A/TM-- 1999-209458 9



(a)

Figure 4: Comparison of the (a) Chimera and (b) DRAGON grids for the letter C in a
channel.

filling up the hoh' created in the structured grid by the Chimera method. The steps adopting

tile unstructured cells ill tile fi'amework of the Chinmra grid scheme are summarized below.

1. Boundary nodes provided by the PEGSUS code are reordered according to their geo-
metric coordinates.

2. Delaunay triangulation method is then performed to connect these boundary nodes, for

example, based on the Bowycr algorithm[6].

3. In the unstructured grid, since there is no logical ordering of the cells and their neigh-

bors, conncctivity matriccs containing the cell-based as well as edgc-bascd information

are introduced. Also the present approach rcquircs additional matrices to describe thc

connection between the structured and unstructured grids.

This step completes the specification of the initial grid. Figure 4 now compares the

DRAGON grid and the Chimera grid for the letter C in a channel. The Chimera method

wraps around the C with a body-conforming (minor) grid and oversets it on the background

(major) H-type grid. Note that we intentionally make an asymmetric C to emphasize grid

flexibility.

3.3 Data Communication through Grid Interfaces

Ill the Chimera method, this communication is made through the hole boundary or the

outer boundary. Since the interface treatment methods (to not necessarily satisfy any form

of conservative constraints, the solutions on overlaid grids are often mismatched with each

NASAfI'M-- 1999-209458 10



Unstructured Grid Structured Grid

Structured/Unstructured
Grid Interface

Figure 5: Fluxes at the cell face connecting tile strm'turcd and unstructured grids.

other. More seriously, this may ultimately lead to spurious or incorrect sohltions, especially

when a shock wave or high-gradient region passes through boundaries of overlaid grids.

For the DRAGON grid, conservation laws are solved on the same basis on both the

structured and unstructured grids. The cell center scheme is used for storage of variables

as well as flux evaluations, in which the quadrilateral and triangular cells are used respec-

tively. Figure 5 shows the interfaces connecting both structured and unstructured grids. As

described earlier, the numerical fluxes, evaluated at the cell interface, are based on the condi-

tions of neighboring (:ells (denoted as L and R cells, respectively). For the unstructured grid,

the interface flux Fnt, will be evaluated using the structured-cell value as the right (R) state

and the unstructured-cell value as the left (L) state. Consequently, the interface fluxes which

have been evaluated in the unstructured process (:an now be directly applied in computing

the cell vohlme residuals for the structured grid.

Thus, the communication in the DRAGON grid is considered seamless in the sense

that no manipulation of data, other than satisfying of the conservation laws, is required. The

solution is obtained on the same basis whether it is in the structured or unstructured grid

region. Consequently this strictly enforces conservation property locally and globally.

4 Three-Dimensional DRAGON Grid Technology

The extension of the concept of DRAGON grid technology in two dimensions, to that

in three-dimcnsional spacc, is straightforward. However, more difficulties are anticipated in

NASAfI'M--1999-209458 11



an actual implementation. Unique challenges for the case of thrcc dimensions exist in various

aspects, such a,s algorithms and code implementation. Research and development has been

conducted to establish the thrce-dimensional DRAGON gridding methodology, in light of

previous expcricnces on two-dimensional DRAGON [16,201, three-dimensional Chimera and

unstructured gridding [19, 39, 40].

With reference to Figure 3, it is obvious that boundary cdgcs of the structured grid

coin(:ide with edges of boundary triangular cells in two dimensions, wherca.s faces of the

structured grid do not match the faces of the unstructured grid in the same location for

three-dimensional cases as illustrated in Figures 6 and 7. In Figure 7, Points l, 2, 3, 4, 5

and 6 on the structured grid arc coincident with the corresponding ones on the unstruc:turcd

grid. Therefore, a scheme can be easily developed to meet flux conservation at common faces

without resorting to interpolation of fluxes. Occasionally, there might be areas of different

grid spacings in an interfacial region between the structured and unstructured grids, as shown

in Figure 6(b). This is due to the requirements in the grid generation stage, and/or those to

reflect the asso(qated physical phenomena.

As an example, Figures 8 and 9 depict a DRAGON grid for the compressor drum cavity

problem. This grid is created from a base structured grid, where there are both overlapped

domains and voids. The structured grid is body-fitted, and of high quality for vis(:ous flow

simulation. The easily generated unstructured grid fills the overlapped domains and voids.

Figure 8 provide a sideview of the DRAGON grid, wherc thc outer rim barcly reveals the

third dimension. Meanwhile Figurc 9 presents the split view of the DRAGON grid.

(a) (b)

Figure 6: A sidevicw of a three-dimcnsional DRAGON grid.
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Figure 7: Interface between structured and nonstructured grids in a three-dimensional

DRAGON grid.

Figure 8: DRAGON grid for the compressor drum cavity problem (The outer rim barely

rcveals the third dimension).
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4

Figure 9: Split view of the DRAGON grid for the compressor drum cavity problem.
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4.1 Programming Aspects

Apart from the PEGSUS code[2, 34], there are two main modules involved in tile three-

dimensional DRAGON grid generation, namely DRAGONFACE and MGEN3D. Figure 10

shows the flow chart in the three-dimensional DRAGON grid generation. DRAGONFACE is

a FORTRAN code, which reads in composite structured grids with IBLANK values assigned

by the PEGSUS code: and writes out topology information of the faces as a surface description

for the unstructured grid to be created. It also provides a new set of IBLANK values, as

some IBLANK values have been updated to ensure that a closed surface is available. Primary

steps involved in the DRAGONFACE procedure are: identification of new faces, creation of

isolated edges of the surface, and filling openings of the surface to ensure the closedness of

the surface.

I Composite Structured Grids I

Domain Connectivity (PEGSUS)

Faces for Unstructured Grids (DRAGONFACE

Unstructured Grid Generation (MGEN3D)
Surface and Volume Grids

l
DRAGON Grid

Figure 10: Program modules involved in the three-dimensional DRAGON grid generation.

MGEN3D is a C code, which generates volumetric unstructured grids, and topology

information of the corresponding surface grids, which is essential to the data communication

near the interface between structured and unstructured grids. The input data is the surface

description fi'om the DRAGONFACE procedure. Main steps involved in the MGEN3D proce-

dure are: spacing source creation, three-dimensional surface triangulation, face reorientation,

domain classification, and generation of volumetric grids.

4.2 Surface Generation for Nonstructured Grids

4.2.1 Basics of Resurfacing Module

In the DRAGON gridding procedure, a void domain between structured grids is to

be filled with an unstructured grid. Meanwhile a domain occupied by overlapped structured

NASA/TM--1999-209458 15



grids is alsoto be replacedwith an unstructuredgrid. Beforethe filling and replacement,
quadrilateral(and then triangular) surfaceelementsareconstructedto describethe bound-
ary of the volume,wherea greatdealof element/elementclassificationfor the volumetric
structuredgrids is involved. DRAGONFACE,a resurfacingmodule,hasbeendeveloped
for this purpose,in conjunctionwith employingthe existingPEGSUScode,whichcutsthe
overlappedregionsandprovidestheassociatedblankinginformation.

A surfaceelementconsistsof severaledges. An edgeis referredto as an isolated
edge,if it belongsto only oneelementof the surface.For ageneralsurface,therearemany
edges,which belongto two neighboringelements,and clearly theseedgesarenot isolated
edges.Furthermore.for a closedsurface,thereareno isolatededges;for anopensurface,the
correspondingisolatededgesareboundingtheopeningsofthe surface.Therefore,in orderto
closethe surface,it is natural to establishtheisolatededgesfirst, andthen to identify facets
whichfill theopenings.

In the followingdiscussion,a specialthree-dimensionalstructuredgrid, namely2.5-
dimensionalgrid, is to bementioned.A 2.5-dimensionalgridisatwo-dimensionalgrid, except
for being topologicallytransformed(suchasswept,rotated,andswept/rotated).Although
the correspondinggeometryis in threedimensions,it canbeobtainedby meansof extrusion
froma two-dimensionalgeometry,andthegrid canbebuilt basedona two-dimensionalbase
grid via extrusion.

Referring to Figure 11, a flow chart of the DRAGONFACE module, we list the primary

steps as follows.

.

.

,

.

5.

.

Read in composite structured grids and the associated IBLANK values assigned by the
PEGSUS code.

Identify new faces based on connectivity information of the volumetric grid elements,

taking into account the known IBLANK values.

Assign coordinates and set flags for the points associated with the newly defined faces.

Update IBLANK values if necessary to ensure that a closed surface is available.

Calculate default tolerance for determining coincident points.

Flag edge entries based on the surface information. With the help of a sorting scheme,

establish isolated edges.

If the grid is 2.5-dimensional in the sense of topology, and the L direction is assumed

to be the one which the third dimension lies in without loss of generality, then perform

Operations addwall and addwal2. Otherwise perform Operation addwal] for general

cases. In summary, we can list:

addwall - Fill gaps in the J and K directions:

addwal2 - Identify openings in the L planes; and

addwaI] - Identify openings for general cases.
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I Read in Structured Grids with IBLANK Values J

Identify New Faces I

Assign Coordinates and Set Point Flags I

Calculate Default Geometry Tolerance I

Flag Edge Entries

or Identify ipenings

Yes
•

(addwal3) I I
Identify Openings for General Cases

1

I
Fill Gaps in the J and K Directions I

(addwal 1) I

!

Identify Openings in the L Planes I
(addwal3) I

Figure 11:

Check Closedness of the Surface I

Flow chart of the DRAGONFACE procedure.
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4.2.2 Defining Closed Surfaces

Here we will dissect schemes of filling gaps and identifying openings in the DRAGON-

FACE procedure (Refer to Figure 11), which are the master part of the procedure. Operation

addwall is designed to fill gaps in the J and K directions for 2.5-dimensional cases, and its

detailed steps are itemized as follows.

1. Establish segments along the isolated edges of tile faces defined so far.

2. Identify turning points on the segments. A point is referred to as a turning point if

there exist two segments through the point, where one segment is on a J-K plane, but

the other is not. Refer to Figure 12. Points A, B, C, and D are turning points.

3. If Points A and B. and Points C and D are pairs of coincident points, then zip the

seam denoted by segments AC and BD.

4. If Points A and B, and Points C and D are'not pairs of coincident points, then fill the

gap ABDC with quadrilaterals, referring to Figure 12.

_J

I

\ jJ "%,

\
\ \jJ_J

\_S_. _ .

Turning Points

"'l /

D

I
I

\ I

\\
\

\ \
\

\ \
\

\

J _

I

I

SJ. _ .
J

J
J

J
_ 4

..B

i

I

i

D

Figure 12: Illustration of filling a gap in the J and K directions and definition of turning
points.

Operation addwal2 is designed to identify openings in the L planes for the 2.5-dimensional

case and the steps involved are given as follows.

1. Establish segments along the isolated edges of the faces defined so far.
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2. Identify turningpointson thesegmentsif they exist.

3. Based on the segments, identify openings in the L planes. This will result in a set of

closed loops of segments (Rcfcr to Figure 13).

4. Determine an approximate fitting plane for the loops to be projected to.

5. According to the projection, determine location relationship of the loops (insidedness)

by means of area method, rebuiM loops if necessary and then create the surface descrip-

tion. For thc example shown in Figure 13, thc corresponding surface region is a region

(ie, an opening to be filed) with two isolated islands inside it, where Loops L2 and L3

are considered to bc inside Loop Ll. Thesc loops together define a surfaec region, a

shaded area in Figure 13.

• L2

......

<

___j/
Figure 13: Illustration of identifying an opening in the L planes.

Figure 14 shows a surface definition for unstructured grid generation for a turbine

branch-duct problem. This definition is the result from the DRAGONFACE proccdnre before

the addwal2 operation has been performed. The corresponding faces have not yet been split

into triangles, and are still in the quadrilateral form. Figure 15 depicts the unstructured grid

generated to fill the gap regions between structured grids.

For general cases, Operation addwal3 has been designed to identify openings towards

establishing the surface definition. The corresponding steps involved are as below.

1. Establish segments along the isolated edges of the faces defined so far.

2. Construct a set of segment loops from the segments created above.
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Figure 14: Surface description for unstructured grid generation for the turbine branch-duct

probh'm.

3. Determine an approximate fitting plane for the loops to be projected to.

4. According to the projection, determine location relationship of the loops (insidedness)

by means of area method, rebuild loops if necessary, and then create the surface de-

scription.
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Figure 15: Unstructuredgrid domainsof the DRAGONgrid for the turbine branch-duct
problem.
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4.3 Generation of Nonstructured Grids

4.3.1 Basics of the Generation Method

The generation of nonstructured grids is essential to the three-dimensional DRAGON

gridding. The specific task is the implementation of a tetrahedral grid generation kcrnel.

This kernel is the key to the success of DRAGON gridding, and serves as an engine to create

tetrahedral grids for particular domains. Currently there are two basic types of tetrahedral

grid generation schemes: advancing front approach [27] and Delaunay triangulation [19]. Also

a coupled approach [11] has been proposed to take thc advantages of both schemes. After an

investigation into these schemes, Delaunay triangulation has been chosen, partly taking into

account the time frame required in the dcvclopment.

The algorithm of the MGEN3D code evolves from the framcwork of previous work

[19, 39, 40], and is a Delaunay-type method. The Steiner point[26] creation algorithm has been

incorporated into this grid generator. Surface grids are created bascd on two-dimensional

geonmtries by nmans of ('oordinatc mapping. Volume grids are generated through three-

dimensional triangulation and interior point creation based on the surface grids. Boundary

surface conformity is gained via edge swapping, boundary edge and surface recovery. In order

to control the quality of the resulting grids, several parameters have been introduced, such

as the baseline grid spacing and the grid regularity parameter.

Algorithm involved in the MGEN3D procedure are summarized as follows.

.

.

.

.

.

Surface description generated via the DRAGONFACE procedure is read in, while spac-

ing source creation is performed automatically (Refer to Section 4.3.2 below).

Surface triangulation is carried out taking into account the baseline grid spacing, point
and line source distribution.

From this surface triangulation, the face orientation may not bc consistent over the

whole surface. Face reorientation is necessary and essential, wtfich ensures that all the

normals of the triangular faces are consistently outwards or inwards.

Domain classification is performed to provide domain information of tile geometry spec-
ified by the above surface definition.

Volumetric grids are generated for the domains one by one until the end. Data of the

assembly of individual volumetric grids, including nodal coordinates and connectivities,

arc finally created.

4.3.2 Automatic Spacing Source Creation

A conversion from the quadrilateral grid-based surface into the triangular grid-based

surface is necessary, in order to generate tetrahedral grids. From time to time, there might bc
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sharpchangesin the sizesof the quadrilaterals.In orderto obtaina surfacegrid, and thena
volumegrid,with smoothvariationof point spacing,certaincontrolsneedto be introduced.
Sometimescertainquadrilateralsarestretchedtoo much,thenanothertypeof control may

be employed, in order to get a grid with limited stretch ratio of its elements.

A point source is assigned with two radii and a spacing value. Within the first radius

the elements will be generated which have a length scale that is similar to the spacing value

specified. The element length scale then exponentially increases to a global spacing value

outside the first radius. The incremental rate of expansion of point spacing is defined by the

relationship shown in Figure 16. This expression prescribes the spacing at the outer radius to

be twice that at the inner radius. Figure 16 illustrates the influence of a point source on the

point spacing variation. In light of the concept of point source, the concept of line source can

be introduced. A line source has a cylindrical range of influence. The point and line source

distribution control surface grid generation, and further volumetric grid generation as well.

S'

Sb
is=s_exp(d'r' ]og2)!

r2 -r _

Figure 16: Illustration of the influence of a point grid source on the point spacing variation.

The procedure to create point and line sources to control the spacing of the new

surface grids has been automated during the DRAGONFACE process. Figure 17 depicts

point sources, which reflect the spacing variation of the structured grid, and line sources,

which are introduced in the neighborhoods of stretched elements. A coloring scheme is used

to display the intensity variations of various sources.

A baseline grid spacing can take a value, which is of the same order as the average

grid size of the quadrilaterals. Then roughly a quadrilateral, with an edge length larger than

the baseline grid spacing, will be divided into more than two triangles. This baseline grid
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spacingvalueisonly areferencevaluefor thegrid generation.And thepoint andlinesources
providea further andlocalcontrolon the overallgrid spacingvariation.

If tile maximaledgelengthof aquadrilateralis largerthanagivengrid spacingthresh-
old. thena point sourcewill becreatedto influencethe neighborhoodof thequadrilateral.If
the stretchratio of a quadrilateralis largerthana givenstretchthreshold,thena line source
will begeneratedwith an influenceOll theneighborhoodof the quadrilateral.

4.4 Industrial Examples

Threeexamplesoften seenin propulsionsystemshavebeenintroducedto validate
the three-dimensionalDRAGONgriddingmethodology.Theseincludea compressordrum
cavity, turbine branch-duct- a portion of an internal coolantpassage,and a film-cooled
turbinevane.Wehaveseenin Figures8 and9 the three-dimensionalDRAGONgrid for the
compressordrumcavity.

Figures18and 19are for the turbine branch-duct.They showrowsof pins placed
in a turbine coolantpassageusedto promotemixing. Oncea cylindricalgrid is generated
for a pin. a duplicationof it canbeaddedand movedto anyplaceto assesstheir effectson
aerodynamicperformanceand heat transfer. For the generationof the overlaidstructured
grids, it is just aseasyto add/deletecomponentsto/from the configuration.This flexibility
clearlyhasgreatpotentialfor designpurposes.

By examiningFigure 19,wefind that the unstructuredgrid is muchfiner than the
structuredgrid nearby. The smallgrid spacingis due to the fact that the spacingof the
structuredgridsvary in the spanwisedirection,with the smallestspacingvaluesat the top
andbottomof thegeometriesin that directionto accountfor the viscouseffectsneartheside
walls(Referto Figure15).Whenanoriginalquadrilateralelementis greatlystretched,a line
sourcewill beautomaticallycreatedwithin the frameworkof the standardDelaunav-type
griddingalgorithm,whichusuallytendsto yielda finergrid locally.The standardDelaunay-
typegrid generationnormallyleadsto isotropicgrids. If anextensionto thestandardmethod
weremade,in orderto createstretchedgrids,then the unstructuredgrid shownin Figure19
couldbecoarser,and somememorywouldbesaved.

Lastly,weconsidera typical fihn-cooledturbine vane,whoseschematicis shownin
Figure20. This geometryincludesthe vane,coolantplena,and 33holesinsideof the vane.
Figure21depictsthe wholeresultedDRAGONgrid, wherethe connectingregionsbetween
the 33holesand the flowdomainare filled with unstructuredgrids. Figure 22 is a close-
up viewof this DRAGONgrid in the leadingedgeregionof the film-cooledturbine vane.
Furthermore,Figure23 followedby Figure24providea deeperinsight into this DRAGON
grid by meansof cutting throughthegrid.whereattentionhasonly beenpaidto the leading
edgeregion.
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(a)

i!

(b) (c)

k

(d) (e)

Figure 17: Illustration of automatic spacing sourcc creation during unstructurcd grid genera-

tion: (a) Surface description; (b) Point sources created to reflect the spacing variation of the

structured grid; (c) Line sources introduced in the area of stretched elements; (d) Volumetric

grid; and (e) Volumetric grid with a part cut.
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Figure18:DRAGONgrid for the turbinebranch-ductproblem.

Figure19:Close-upviewof the DRAGONgrid for the turbinebranch-ductproblem.
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Figure 20: Schcmatic of the vane cross-section and coolant holes.

During the DRAGON grid generation, the 33 individual structured grids for the holes

have been created without trying to topologically join them to the grids representing tile

external flow domain, which would be required in the multiblock grid generation [13]. From

this point of view, the DRAGON grid sch('me could bc considered as a more flexible and

easier approach.

However, the user may prefer to have structured grids presented somewhere; duc to

the physical and numerical characteristic. For instance in this example, the user might like

to use structured grids to fill the connecting regions between the holes and the flow domain.

Because the DRAGON grid is actually created by using a base composite structured grid,

one can make structured grids presented in a particular region, as long as the ba_e composit(_

structured grid is generated with such an intention.
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Figure 21: DRAGON grid for the fihn-cooled turbine vane.
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Figure 22: Close-up view of DRAGON grid in the leading edge region of the film-cooled

turbine vane.
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Figure23: Cut-throughviewof the DRAGONgrid in the leadingedgeregionof the film-
coolcd turbinc vanc.
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Figure24: Close-uI)view of the DRAGON grid shown in Figure 23.
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5 Conclusions

In the pres(;nt work, we have presented the essentials of a new threc-dinmnsional hybrid

grid, termed DRAGON grid, methodology. This methodology attempts to blend the advanta-

geous features of both the structur(;d and unstructured grids, while eliminating or minimizing

their respective shortcomings. As a result, the method is very amenable to quickly creating

quality viscous grids for various individual components with complex shapes found in an

engineering system. Computationally, the resulting grid drastically reduccs memory require-

ments used in the unstructured grid and makes more efficient solvers accessible because the

major portion of the DRAGON grid is in the form of the structured grid. Moreover, high

quality viscous meshes are inherited in the process, unlike in the unstructured grid gem'ration

where structured-grid-like meshes (such ms prismatic layers) need to be added, but still based

on the unstructured-grid data structure.

The DRAGON grid uses the Chinmra grid methodology [32] as a foundation to gen-

erate the bulk of grids and then applies the strength of unstructured grid nmthodology to

make up thc remaining grids. As a central point of this work, we have conccntratcd on the

extension of the DRAGON grid technology into three-dimensional space. Various aspe(:ts of

the extension, and new challenges for the three-dimensional cases, have been investigated. As

a result of this study, we concluded that the applications of three-dimensional DRAGON grid

technology are very encouraging because the objectives of quickly generating quality grids

for complcx gcomctrics havc been demonstrated.
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